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Abstract

This paper discusses the image processing part in the
hierarchical processing of traffic images of real-time.
Since the camera is subject to pan and tilt, we first cali-
brate the camera position via image itself, and then ex-
tract the car imformation using stochastic model of the
background. The moving objects like cars are treated
as some occluding object. The processed result show a
good performance.

1 Introduction

Processing of traffic image has been attracting atten-
tion of researchers of image processing and ITS [4, 5].
Cucchiara and Piccardi [2] developed a method of vehi-
cle detection under day and night illumination. Shimai
et al. [6] applied the robust statistical method to adap-
tive background estimation problem.
We have been developing a distributed system of pro-

cessing road images and dispatching extracted, aggre-
gated information of the traffic condition [7]. Our tar-
get is the traffic of Nottingham. The Nottingham Traf-
fic Control Centre has been providing small images of 44
places in Nottingham captured by surveillance camera
on the Web at every 5 minutes or 10 minutes, and now
it is dispatching images of large size (768 × 576) for
every second at 5 sites in Nottingham via Web that is
made accesible to specified persons. The images on the
Web are taken by the image processing system in Konan
University, and the system is designed to dispatch ag-
gregated visual information via Internet. We proposed
a hierarchical structure of the processing steps [7] as
Table 1, and this paper is devoted to the identification
of camera position and the car detection.
The camera is subject to be panned, tilted and

zoomed for surveillance, and this is uncontrollable for
us. Thus our problem first is to know the change of
the camera position. We will develop the identifying

Table 1: Hierarchical Structure of the Image Processing
System

Layer Processing

5 draw a congestion map and post on Web site
4 congestion estimation
3 flow estimation and signal state estimation
2 car detection
1 identification of camera position
0 input images

method of pan and tilt in this paper. The car detection
algorithm can be used after the calibration of camera
position.
We considered an ad hoc method to find the car-

existing areas in the images in SSS’03 [8], where two or
three consecutive images were used to analyse. How-
ever, the processing time was too large to be used in
the real-time processing system.
Here in this paper, we focus our attention on the na-

ture of the background. The background colour is not
constant, but it usually changes slowly. Thus we formu-
late the background image as stochastic processes, and
make a judgment of car existence by using a likelihood
ratio test. The points to be used for stochastic process-
ing is defined to the points which lie along a lane on a
road with constant interval.

2 Description of Incoming Images

Nottingham City Transport has been providing traffic
images to the Web site from 7:00-19:00 on Mon-Sat,
where the images are provided from the cameras over
the streets of 44 places in Nottingham1. The images

1http://www.itsnottingham.info/site.htm



are small enough (324 × 240 pixels) to avoid exposure
of personal details.
The server is providing larger images of size 768×576

via Internet with secure access. Since it is practically
impossible to upload and rewrite such large size of im-
ages with a short interval (e.g. every second), with
cooperation of Traffic Control Centre in Nottingham,
we have developed a system using many different file
names. In our system, the images are posted to 10 dif-
ferent URLs sequentially. The image dispatching sys-
tem is now designed to provide images from 5 differ-
ent sites in the city: hence the image files are given
as 01a∼01j, 02a∼02j, ..., 05a∼05j. After writing the
final file, the system comes back to 01a and overwrites
a new image there. The captured image is posted to the
URL as soon as it is captured. So, the interval of the
capturing and the posting is basically the same, hence
the images are overwritten by the new ones with same
URLs with the interval of 50 seconds or so.

3 Calibration of Camera Direction

Due to the nature of this imaging system, we need to
calibrate the camera direction, i.e. pan and tilt.

3.1 Model Generation
First we make a model using selected images. As is

often done in pattern recognition, we use a subspace de-
rived from the principal component analysis. Eigenface
is a famous method of this [9].
However, in our case, it is also necessary to make the

computational load very light so that we can search a
certain area in a real-time processing setting. Thus we
will use the aggregated information (sum of the values
of pixels for each direction of the axis) of recutangular
images.
We will make the model in the following order.

1. Collect the trimmed images of the same area man-
ually from many images.

2. Figure out the principal eigenvectors correspond-
ing to the several largest eigenvalues of the co-
variance matrix of the trimmed sample images.

and search the sub-image in the test image that is most
similar to the feature space defined above. The detail
of the technique will be described below.
The trimmed images are expressed as

Pm, m = 1, . . . , C (1)

Pm = {pm(i, j)|1 ≤ i ≤ N1, 1 ≤ j ≤ N2} (2)

Also, the averages of the grey scale to the hotizontal
and vertical directions are expressed as αm and βm,
respectively. Let αm and βm be column vectors, and
each element is given by

αm(i) =
1

N2

N2X
j=1

pm(i, j), i = 1, . . . , N1

βm(j) =
1

N1

N1X
i=1

pm(i, j), j = 1, . . . , N2

Since the following processing is the same for α and β,
we will describe only the case of α.
Let the covariance matrix of {αm} as

M =
1

C

CX
m=1

(αm − ᾱ)(αm − ᾱ)0 (3)

Note that ᾱ is the mean

ᾱ =
1

C

CX
m=1

αm (4)

Next we sort the eigenvalues in the descending order

λ1 ≥ λ2 ≥ · · · ≥ λC

and the corresponding eigenvectors for the eigenvalue
λk be vk, where each engenvector is normalized to the
length 1.
By choosing an appropriate integer r, we have the

feature vector space that is a set spanned by linear com-
bination of eigenvectors

F =

⎧⎪⎪⎪⎨⎪⎪⎪⎩[v1 v2 · · ·vr]

⎡⎢⎢⎢⎣
a1

a2

...
ar

⎤⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (5)

where ai(i = 1, . . . , r) are scalars.
Let us call the orthonormal vectors v1, . . . ,vr as the

feature vectors. We also define the matrix

V = [v1 · · · vr]

θ = [a1 a2 · · · ar]0

for the future reference.

3.2 Matching
We will use the 1-D vectors α(s, t) of the rectangular

image X whose (top, left) corner is (top, left) = (s, t).
The projection of α(s, t) onto F is V θ. The optimal

projection is given by solving

∂

∂θ
kα(s, t)− ᾱ− V θk2 = 0 (6)

which yields the optimal solution

θ̂ = (V 0V )−1V 0(α(s, t)− ᾱ) (7)

Next, the square distance between α and its projec-
tion V θ̂ is given by

dα(s, t) = (α(s, t)− ᾱ)0(I − V (V 0V )−1V 0)0

× (I − V (V 0V )−1V 0)(α(s, t)− ᾱ) (8)



where (I − V (V 0V )−1V 0)0(I − V (V 0V )−1V 0) is com-
putable before we get the image α. The procedure
above is also done for β and we can compute dβ(s, t).
Note that, by using dα(s, t) and dβ(s, t) we must

search (s, t) that gives the minima of both criteria.
Fig. 1 shows the matching result, where the sample

image is attached to the area that matched best. Fig. 2
shows the criterion by changing x of the top, where y
was fixed to 60. Next we got the criteria by changing y
of the left corner where x was the value obtained above
as shown in Fig. 3.
We can see that the best value was obtained with a

sharp curve near the optimal point. In this way, we
don’t search the whole space, but we have got a very
good result (as we can see in the figure). There is a
small disagreement in the right part of the figure, but
this is inevitable due to the distortion of the image.

Fig. 1: Result of matching

Fig. 2: Errors by moving x

Also, dx is very insensible to the direction of t with
same value s. This is natural, as this vector is averaged
to other direction. Hence we can compute almost cor-
rectly the optimal coordinate (s, t) by computing sepa-
rately. The following is such an algorithm.

Fig. 3: Errors by moving y

1. Set t an appropriate value and compute.

s∗ = argmax
s
dα(s, t)

2. By using the obtained s∗ we compute

t∗ = argmax
t
dβ(s

∗, t)

4 Car Detection

4.1 State Space Model
The observed images are 2-dimensional where mov-

ing cars can be found on it through the observation
mechanism.
Now we consider an image at time t which we express

as I(t), and the image after calibration of the position
by the method in the previous section is expressed as
Y (t) which consists of the three colours Y c(t) where
c ∈ {r, g, b}.
Next we consider the roads where cars run. The cars

run along the roads, and it is better to consider the co-
ordinate along the lane of the roads. For the simplicity
of the problem, we consider one lane.
Let P = (i, j) be the position of the image which

we consider the farthest of the observable points and
Q = (i, j) is the end position of the lane in the image.
The lane of the road can be observed by the perspective
transformation of the 1-dimensional world coordinate k.
Thus we may have a transformation

T : k → (i, j), k = 1, 2, . . . , N (9)

where T (0) = P and T (N) = Q. The coordinate on the
observation image can be obtained by the perspective
transformation for k = 1, 2, . . . where the real length
corresponding to the unit value of k is to be decided as
1m or so based on physical consideration. Thus we have
a sequence of the tuples (ik, jk) for k = 1, 2, . . . , N .
Here we introduce xk(t) which is the ground colour at

position k at time t and is not necessarily known. The



Fig. 4: World coordinate and the image coordinate

colour of the position k can be expressed as a vector
xk(t) where

xk(t) = [x
r
k(t) x

g
k(t) x

b
k(t)]

The relation between the observation on the image and
the ground image at the world coordinate is given by

yT (k)+γ(t)(t) = (1− b(t))xk(t) + b(t)vk(t) (10)

where γ(t) is a random number around 0 caused by
the incomplete calibration of the camera, b(t) is an un-
known binary number and vk(t) is the colour of the
occluding object of the place including cars. If there is
no car, the value of vk(t) is nearly zero.
The uncertainty of the position expressed by γ is hard

to deal with. So, we will use an expression

yT (k)(t) = (1− b(t))xk(t) + b(t)vk(t) + rk(t) (11)

instead of equation (10), where rk(t) is an observation
noise. We can assume that vk(t) and r(t) are mutually
uncorrelated and independent from x(τ ) for any τ .
The ground colour can change from time to time,

which is expressed as

xk(t+ 1) = xk(t) +wk(t) (12)

where wk(t) is a vector that usually consists of small
values, and the covariance matrix is Q.
The Kalman filter algorithm (e.g.[1]) is given as fol-

lows, where the positional index is omitted for the sim-
plicity of the notation.

Initial Condition

x̂(0) = x0 (13)

P̂ (0) = P0 (14)

Recursive Form

x̄(t) = x̂(t− 1) (15)

P̄ (t) = P̂ (t− 1) +Q (16)

K(t) = (1− b(t))P̄ (t)
£
(1− b(t))P̄ (t) + b(t)2S +R

¤−1

(17)

x̂(t) = x̄(t) +K(t) [y(t)− (1− b(t))x̄(t)] (18)

P̂ (t) = P̄ (t)− (1− b(t))K(t)P̄ (t) (19)

Note that the relation

(1− b(t))2 = 1− b(t) (20)

holds for binary b(t) and was used in the above equa-
tions.

4.2 Decision of b(t)
We will estimate the value of b(t) by the maxi-

mum likelihood method. The criterion is given by
p(y(t)|Y t−1, b(t)), and this value is easily seen to be
Gaussian as

p(y(t)|Y t−1, b(t) = 0)

∝ 1

|P̄ (t) +R|1/2

×e(− 1
2 (y(t)−x̄(t))>(P̄ (t)+R)−1(y(t)−x̄(t)) (21)

and

p(y(t)|Y t−1, b(t) = 1)

∝ 1

|S + R|1/2
e(−

1
2y

>(t)(S+R)−1y(t)) (22)

where the omitted constant value in (21) and (22) is
the same.
The decision is made by

b̂(t) =

½
0 if (21) ≥ (22)
1 if (21) < (22)

where b(t) = 0 means the normal state and 1 means
there is something, possibily a car.

4.3 Timing in Implementation
The necessary time to download an image from the

site via Internet depends on the network environment.
In our experiment, it approximately needed 2-3 seconds
to download an image and save as a file in a local PC
in LAN environment at the university.
This means that, if we get the images 01a∼01j with

this order sequentially, the writing speed in the server
is faster. Thus, a case may happen where the image of
01c is an image of one-cycle later than the one in 01b
and hence there is a discontinuity, for example. If this
happens, it becomes very complicated to consider the
processing method. Thus we developed a method to
wait downloading 01a for the time-stamp is updated.
Then the overwriting problem is not likely to happen
because downloading images at 01a through 01j takes
20-30 seconds which is far less than the overwriting in-
terval.
The first parameters and the initial values are set by

using the observed images of the first iteration.
Since there is a possibility that some cars are included

in the images, we use the mean values and the covari-
ances together with the robust estimation. Our policy
is to reject the outliers because we consider the outliers
due to some cars or their effect.



4.4 Setting Parameters
There are several parameters in the filter. The pa-

rameters can be determined by using some identifica-
tion algorithm, but we will not use such algorithms here
because those parameters don’t seem unique due to the
complicated structure of the model. We set the param-
eters based on the physical consideration of the model.

4.5 Iteration Processing
When the event appers (i.e. b(t) = 1) many times

in one cycle, the state estimate is not updated suffi-
ciently, hence the reliability of the values seems to have
decreased. There is also a possibility that the state
has caught up some wrong values of the data. By con-
sidering these phenomena, we make the values of the
covariance matrix large, i.e.

P̂ (t) = d · P̄ (t) (23)

where we have set the value of d = 10. Note that, as
time proceeds after this value magnified, it converges
to the original stable values as normal state continues.
Figure 5 denotes the estimated value of the back-

ground as well as the observed data. The line graph
with solid line denotes the observation data and the
dashed line denotes the estimated values by the above
algorithm.
By appropriately selecting the parameter values of R,

Q and S, the estimator works well. Figures 6-9 show
some processed results. Fig. 9 shows the final result
of this module, where 1 denotes b̂(t) = 1 and 0 for
otherwise.

5 Conclusions

In this paper, we formulated the car detection prob-
lem as the occluding object detection using statistical
test between the background image and the object.
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Fig. 6: Observing points (morning)

Fig. 7: Processed information (daytime)

Fig. 8: Observing points (daytime)
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